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ABSTRACT 
To be a moral agent is to bear its own responsibility which others 

cannot take for it. We hold that such irreplaceability consists in its 
having an inner world to which others cannot have direct access. 
The purpose of this paper is to propose, as a means of gaining 
support for our thesis, an experiment --- a psychological one in 
which to assess to what degree we can attribute moral responsibility 
to a robot. Furthermore, we explore the possibility of a society 
where humans and robots coexist. 1 

CCS CONCEPTS 
• Human-centered computing �  Human computer interaction 
(HCI) � HCI theory, concepts and models 
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1 INTRODUCTION 
What is necessary for robots to live together with human 

beings?  Arguably one of the most important conditions is the 
possibility of ascribing morality to them. To be a moral agent is to 
bear its own responsibility which others cannot take for it. Our 
thesis is that such irreplaceability consists in its having an inner 
world --- a private realm or a first-person perspective to which 
others cannot have direct access. In fact, this kind of otherness is 
quite familiar. In our daily lives, we almost always find opacity, 
impenetrability, compulsiveness resistance as well as much affinity 
between ourselves. Suppose that you and I have lunch together. If 
you confidently and strongly recommend me to eat something. I 
have never expected in a restaurant, I might feel as if I have lost my 
initiative. We usually have a sense of otherness in unexpected 
transfers of initiative.  
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In order to gain support for our thesis, we are planning an 
experiment of interaction between a robot and a human, and setting 
human subjects to the task of assessing, in various contexts, how 
much morality he or she attributes to the robot. We will conduct 
this experiment with an auxiliary hypothesis in hand: if we feel 
something inscrutable in an object, we have an inclination to assign 
some kind of morality to it. 

Put roughly, there are two general approaches to the study of 
humanoid robotics: one focusing on appearance and behavior, 
putting much weight on mimicking those of humans, the other on 
explicating and reproducing our "inner" cognitive functions. The 
latter tries to implement functions similar, in some respects, to 
those of the human mind, as [1] suggests. In congruence with these 
approaches, we design the experiment of human-robot interaction 
in which we employ two types of robots. The type one is just 
implemented with bodily abilities similar to those of humans, 
whereas the type two is equipped with those bodily abilities as well 
as an ability of apparently behaving in consideration of the human 
mind. After the experiment, we measure how much morality the 
human subjects attribute to each robot by setting them three ethical 
problems: Trolley problem, Dictator game and Ultimate game.   

2  EXPERIMENTAL DESIGN 
In order to make explicit such an aspect of our daily experience, 

we developed an experiment using Bodily Coordinated Motion task 
(BCM task). A bodily coordination is a social art and one of the key 
elements which enables us to have a social relationship with others 
[2,3,4]. When coordinating ourselves well and getting along with 
each other, we would feel an affinity between us, while when 
failing in it, a sense of otherness or impenetrability would be 
imposed upon us. 

Participants engaged in BCM task are evaluated how much 
morality she/he attributes to the paired partner (a human and robots 
with poor or rich inner mechanism) in the setting of BCM test. Our 
prediction is that the participant will attribute more morality to the 
“rich” robot than to the “poor” one. 

2.1  Participants 
The participants are 40 right-handed people (all male). They 

interact with a partner in the BCM task. Based on a between-
subjects design, they are allocated into one of 4 conditions. 

2.2 Experimental Design 
A participant engages in BCM task with a human or a robot. In 

interaction with a human, there are two conditions: face to face and 
back to back. We have two types of mechanism of robot's motion: 
rich and poor. The rich mechanism robot follows human's rotation, 
and the poor mechanism changes the direction of rotation with 
random intervals. The interaction with a robot is always face to face. 
We  use a humanoid type robot, Pepper (SoftBank Robotics Corp.) . 
The conditions are summarized in Table 1. 

Table 1: Frequency of Special Characters 

Partner Types of interaction 
Human Face to Face Back to Back 
Robot Rich mechanism Poor mechanism 

 

2.3 Bodily Coordinated Motion Task 
Each participant conducts a bodily coordinated motion task with a 
human partner (Fig. 1) or a robot partner (Fig. 2). She/He is told 
that the experiment is to evaluate the smoothness and flexibility of 
motion of humans and robots, though its actual purpose will be 
revealed afterward. She/He is asked to continue rotating the handle, 
at a moderate and constant speed, during the task, changing the 
direction of rotation randomly. The task consits of 5 sessions and 
one session continues 90 seconds. A typical example of motion of 
a participant and a human partner is shown in Fig. 3. 

 

 

Figure 1: BCM task in human-human and in face to face 
condition 

 

Figure 2: BCM task in human-robot condition 
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Figure 3: Example of time series of rotation motion in the 
human-human condition. The X axis is time and the Y axis is 

the angle from the initial position. 

 

2.4. Measures 
The participants' impression related to moral judgement about 

the partners are evaluated using the trolley problem, the dictator 
game, and the ultimate game. The participants are instructed that 
these games are the different experiment from the BCM task, which 
will be debriefed at the end of experiment. 

2.4.1 Trolley Problem. In Fig. 4, there is a lever which can 
change direction of the trolley [5,6,7].  

 
1. Do nothing, and the trolley kills the five people. 
2. Pull the lever, the trolley will kill one person. 
 
The human partner or the robot partner in the BCM task makes 

a utilitarian decision (pull the lever to kill one person to save five 
people). Participants rate how moral responsibility the human or 
robot partner has. We predict the result of this test as indicated in 
Fig. 5. 

 

 

Figure 4: Trolley problem: A trolley is barreling down the 
railway tracks. 

 

 

Figure 5: Prediction of the results in the trolley problem. "F-
to-F" and "B-to-B" mean the "face to face" condition and the 

"back to back" condition with a human partner. 

 

2.4.2 Dictator Game. Two players splits an amount of money (e.g. 
10 Euros)[8].  

1. A dictator can decide how to split the money. 
2. A recipient simply receives the allocated money. 

e.g. A dictator takes 7 euros and a recipient is given 3 euros.   

The dictator has no risk to make any policy to split the money. Thus, 
the endowment from the dictator to the recipient is thought to 
reflect selfishness or preference of equality. Each participant plays 
the role of dictator. We predict the result of this test as indicated in 
Fig. 6. 

 

 

Figure 6: Prediction of the results in the dictator game. The Y 
axis is the rate of offering in the game. 

2.4.3 Ultimate Game. Two players negotiate to divide an amount 
of money (e.g.10 Euros). 

1. A proposer makes a proposal how to split the money. 

e.g. A proposer takes 7 euros and give 3 euros to a responder.  
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A responder makes a decision whether he or she accepts or rejects 
the proposal. If the responder rejects the proposal, both players can 
get no money. Thus, rejection in this game is thought as costly 
punishment to unfair others. Each participants play the role of the 
proposer and then the responder. Our predictions of this game are 
shown in Fig. 7 when the participant is the proposer and in Fig. 8 
when she/he is the responder. 

                                   

 
 Figure 7: Prediction of the results in the ultimate game when a 
participant plays the role of proposer. The Y axis is the rate of 
offering in the game. 

 

 

Figure 8: Prediction of the results in the ultimate game when a 
participant plays the role of responder. The Y axis is the rate 

of denying in the game. 

 
A usual robot (the “poor mechanism” in this study) is not 

recognized as a moral agent. Thus, participants will not attribute 
moral responsibility to the robot’s utilitarian decision in the trolley 
problem, will allocate almost no money to the robot in the dictator 
game, and will behave in a very selfish ways in the ultimatum game. 
Contrarily, a robot which showed complicated patterns of 
synchronized actions in the BCM task (the “rich mechanism” in this 
study) will be somehow regarded as a moral agent like a human. 
Thus, participants’ evaluation for the utilitarian decision by the 
robot in the trolley problem, and behaviors to the robot in 
economical negotiation games will be similar to those to a human. 

3  ANTICIPATED RESULT AND TWO 
HYPOTHESIS 

One hypothesis is that a participant will attribute a certain moral 
agency to the other (even to a robot) with whom the participant can 
bodily coordinate in a better manner. This is because the 
coordination involves the process of mutual understanding in some 
respects [9]. Generally speaking, even with a new acquaintance of 
others, we naturally develop a concern for them. In parallel with 
that, we come to think that others should have a similar concern for 
us in turn. One can recognize a primitive basis for ethics in this 
situation. 

Another hypothesis is that the richer world we recognize within 
others, the more demand for morality we make (as mentioned 
above, we set up three kinds of moral judgment task to test this 
hypothesis). On a simple setting of BCM task, however, what is it 
like to recognize a richness — or an inscrutable realm which 
underlies personality — within others? 

In our experiment, participants may succeed in bodily 
coordination or fail. There are also conflicts as to which participant 
possesses the initiative. In the case of a conflict where the 
coordination once fails, a transition of the initiative eventually will 
take place, and a new coordination will hold, we presume. In the 
bodily coordination process with the other, you may have not only 
a sense of the partner’s being in tune with yourself. You may also 
feel her/his resistance or the shift of the initiative to the other side. 
The experience of coordination can be a complicated one full of 
twists and turns.  

We think that a participant will find a richness within his partner 
through a complicated process of coordinations, divergences and 
transitions of the initiative. This process occurs when, for instance, 
the participant feels its partner’s purposely making an unexpected 
move. In such a situation, it seems natural for us to attribute 
intention, desire, responsibility, and so on to others. This is when 
we recognize others as moral agents and accept them into the 
intersubjective world of morality. 

Therefore, we would recognize personality and morality within 
a machine if we could interact with them in our everyday life. In 
the near future, we might experience a new world coexisting with 
robots which have a kind of subjectivity and morality. 
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